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Lecture 28 Peer-tn-Peer Nehoorks

In the client-cewer medel, the client gefs o service fom the server.

ln o P2P netwerk, Hwr are many eqpal peers, who can prouide Services b each
otver-

— How do we shrt usiag it? What services? How do we pvide services?

It orose from the desie Yo shore d'gitdl content, so0 nob evenyong needs to pay-
Napster hod a cotpd server, and Loaad in  people covld upload what files thay have
ond Fru\g shee them. Others can searth the serves for Some 5008, and downlood 't
from someone else i thece is o match.

It -F\'nalhd chot down (it wes ilegal, ofter atl) .

- Cenivaliced , sp rwt fault- tolecant
- Lbaﬂug eas\ to take down.

APter Napeber came GNUTELLA. It tried to get rid of the problem of beina
condralized.

To J'o\‘n @ Ppre-existing nehwork. Cboo’(sfraPPirg) ,

— The opplication may have the 15 of some peess:

o¥

— We may be able o look vp 1fs from one or more websitec.
To search for a Afile,
We do a limited bmadcast — a broodeast but limited t0 @ certain number of
hope away. We can do so by settig o TTL ot the application layer. Suppose
the auery has £ (Rle neme) ard +he quey 1D (bt net the regpester’s |P.
Each host who receives this queny cache the guery D and  the peer
they head it from. When ik reaches Someome who has o Rle, thay reply with
fraic own [P and Port number (with +hy query D). Thie goes backwards vnkil
the requester gos b know who hos the fik, so we can then share.

Fucther, the intermediale peers stoe the reply for e particolac file.
GO (goR) D (qing)

— B o oo C
A (QID,IR:,Pockd Store (D IPe. ok
Reply "My
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At s peok, there were millions of pesple connected o GNUTELLA.

Te QD is to ensoe that ue do not redundently send the same message
multiple times (& ceceived mulhple bimes).

In an improved. version, we can also shore the requesters \P o allow o dicect rcpbd

ln vO4, TTL-=7

vOob, TTL =L
+ There is no cenlralized node.
- We frequently broadcost.

How do we fix this? s thee 0 way bo
. mop hles b IP addresces such thak
« the 1P stores who has @ porticvlar file
( centralized vt distripyted)
a sigle J'persor\ knows h'us\' person s different
who has the particolar e for diPferent files.
We wovuld (ke bt do bnis Pswdo-ro.nApmlH ens ucicy that evenjone has the
Mapping-
To do this, we uyse a lhosh fuachon (wWhich is detecministic).
Casbitrary length bitstring = fixed length bitstring)
The hash velues will be more or less evenly diskibuted over the Space.
To map b (P addresses, we fucther hash the 1P
A hash (of o £ilO) s then mapped fo e hash (of an Y that is closest
o it

Lecture29  PASTRY

Let us refer to dng Bles as objecks and peess as nodes. The Okject ID and node ID are
Yre msvonding hoches. How do we find the node ID in e nehoork closest B an

ooject ID? Also, what do we do # &mmllaw.s e nebwork?
(who ig rm"d to)
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The node IDs and object IDs can loz refresml:u\ on o circle:

Oll

Obxeck \Ds
T eomech

We covte messages to the neghbour closest to the object 1D unkil we reach the desired

node.
this set of neighbour peers s called the leaf sof.

In the obove eample, i€ A has f , Ao C

One such protocol is PASTRY. It is suth that
— in the leaf set of node X, we include the 72 closest nodes on either sde of X in the
victvel gpace (L i some perameter)
It is ensvred thet the leaf sek of ony node is of size ab most L + 0 lLeg n).
This pmperty ensures that the ruting protocol gels o the noda dosest (o a hash) -
Usvally, L>2 Now, how do we irclude these nodes in the leaf set?
Suppose the P2P neferk already has the properly that the leof seb of all nodes contain
te L closest nodes on either side.
= When o new node X enlers, it ficsk woukes o messoge to find the node whose
ID is closest o 1% own ID. From Hus node, it ads{-o know the “2 closest
on each side (asking for $-\ on one sde ond 5§ on the other).
Tre search past of PASTRY ( L+ oLy n) stk by aMra Some nodes using the
leaf seke of nodes involved in e search mescage—tuse are faicly wall distrieyted.
These add the additignal O(!uﬂ N) nodes to the lea? seb (oF a new node).

This sort of shucture, wherein different nodes Store where i ferent objecks o
stored, ic called o ciskited hash table (DHT) .

CHORD ond TAPESTRY are oOther protocole similer fo PASTRY.
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What f o node Huile? Suppose node X kows where f is stored but it suddany
shobs down. We need some degree of redundangyy to ensure that this does nob
cavse problems. For this, we also store the infrmahion prsent in two nedes on
eitrer side. Eoch node ol sende Kesp Mlie messages b the nodes they are
connected to (thy leaf seb). ¥ a node ¢2 Quay fails, it 3215 tre information
of another Ale on that side.

Lecture 30 DNg

DNS gtards for Domain Nome System. 1 e'-smh'alld maps IP addresses t0 hwman- readable

oddresses . For example, cse.iitb-ac-in —DNS— IP addess. We wovld [ike it to be wmbust
\des-
— Cenkralized, so ot fault-tolerant.

— Can be overlooded # oo many  euests -
How do we cix '“ﬂ-l's?

Let us look ot the URL

Mainkain o Server with a well-known IP oddress Use thus Sever tp F'Igvnm the DNS look up.

WWW.cse- iith-ac-in

S india,
in
ernd;/ \M
» g There s o neab hierarchical struetvre. Can we use this?
I iibm 0
csc/rv&dh\u
7\

wds emgil

We can gob the informabion of the next level using te current  level, beginning ok
the ot server. So te sewer for in would gve you the DNs for oc, which wovld

give oo the DNS of iith At the lowest level, the server gies yow the IP. This uses
He hierarchical stvckur o its advartage in & recursive method.

¥ we hawe cached the DNSDFSomeHu'rg wer in the hierarchy, we can use it directy

Lot vs legin with He ot server. ltks WP shovld be well-known, ond i should be
robust  to attacks.
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- It must be very well-povisioned with bendwidth and CPU, b pravent DoS
(Deniel of Serviced attacks-

- It must fave some degree o redundancy- We  have mony oot Servers — cumenty I3.
Their names ae  letter . mot-servers- net, where letter qoes fom a to m-
The reasen fr (2 & that the DNS packet size of Sl bytes has space foc 13
servers (it s a ngwd lssue) .

~ For another layer of redundaney, we use anycast. In this, o sent packet
goes b any of tre servers. To do dhis, all the servers hae the same 1P
We do not really core who gebs o packet, so this i fine. Using this,

each of the root-servecs. net is magp ed o many swaroy\u'cdlﬂ distrievted physieal
mochines- This is done ag

AN w
. 70.11 vappelh 1o the. same IP.
G

it mignk g0 to a differenf machine based on what BGP chooses.

A resource record has a

< Name , Vale , Type , Closs TTL)

o

P e SV

IN
; (Rr totermet) I we cache the IP, leds us kunow
be inerpreted how long 1t will be gosd-

Type \kve (measured in seconds)
A IP Address
NS Nome Server (Hos+ “unning DNS service 0 dOmain Cofresponding to Name)
CNAME Abas of Name (Canorucsd name of host in Name)
MXx Name of hest runing mail server in domain spo.cict'en\ lr{uj name

For example, the ot server can have
<CAUJ a3. nstld com, NS)
G ps sesver of edv domain

a3 -nstld-com , 1925.6:32 , AD
Gip of “Name"
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The server o3-nstld- com itself covld have
{ college - edv, dns.college.edv , NSD
<dns-t'.nllege,-eau , 128-112-12a% , A?
At the college -edv server,
{www . college - edv, coreweb - wollege -edv CNAMED
{ college cedw mo.il-college-edu , Mx >

Let vs look at on example of a lookup Either we can manwally configore  the DNS
or use DHCP to get t lecal DNS Server
DNS runs on UDP — pork 52 for the <erver.

The local DNS server queries the Dok server to geb the relevant Rsouree records, and
caches Hum (unkil tre TTL end). We use this fo know who to g8 b next,
and cecurse: The quen s ¥u same ab exch step- Finally, we gt the P
It useful cached resoure tecords are present, we can vse taem ‘o avoid going leough
fro above eveny hire.
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